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Abstract 

Hot-spot maps are used by a majority of police departments throughout the United States. These maps are used to 

determine policing decisions such as community resource allocation and police presence. There are various methods 

to generate these maps; however, there is no consensus on when each specific mapping technique is best to use. We 

argue this is due to a lack of understanding of how “good” a hot-spot map is relative to another. Many data scientists 

use statistical metrics to evaluate hot-spot maps, while many police departments and hot-spot software use indices 

developed in the criminology literature. This paper bridges the gap between these fields by advancing the mathematical 

understanding of recent criminology hot-spot indices. We create a standard mathematical notation for hot-spot indices 

and explore the mathematical intuition and knapsack problem inherent in evaluating the most recent index, the 

Prediction Efficiency Index* (PEI*). We conclude with some directions where the evaluation of hot-spot maps might 

go in the future. 

Keywords 
Hot-spot mapping; knapsack application; criminal justice; spatiotemporal metrics 

1. Introduction 
Most police departments use hot-spot maps to identify crime patterns [1]. These crime hot-spot maps are used to 

allocate resources within various types of policing efforts, such as problem-orientated policing (e.g., enhancing 

location characteristics), community-oriented policing (e.g., improving community dynamics), and traditional 

policing activities (e.g., increasing or concentrating police presence) [2]. There are various methods to create these 

crime hot-spot maps, from naïve models to advanced machine learning algorithms. However, the literature is 

conflicting as to which model is the best; some argue Random Forest (RF), Kernel-Density Estimation (KDE), 

Multilayer Perceptron (MLP), and Risk Terrain Modeling (RTM) are among the most promising methods [3, 4]. A 

lack of consistent terminology, evaluation criteria, and reporting of initial parameters are some reasons behind the 

lack of consensus [3]. Since crime hot-spot maps have become central to various police and community resources 

decisions, it is critical to clearly communicate the metrics used to evaluate and compare maps. We begin by 

summarizing the two separate research directions in developing metrics to evaluate hot-spot maps: statistical metrics 

used in machine learning and computer science literature and crime indices used by police and criminologists. We 

then recontextualize current criminal justice crime indices into a consistent mathematical notation. Lastly, we identify 

the optimization model behind a recent crime index to aid the development of new metrics. 

2. Narrative Review of Hot-spot Evaluation Metrics and Indices 
When comparing hot-spot maps and measuring how well these maps perform, some have used general statistical 

measures for evaluations, while others have used specialized indices developed from the criminology literature. Hot-

spot mapping studies in computer science and machine learning have used two types of statistical measures. The first 

is binary classification which measures how well an algorithm predicted a crime would occur in areas classified as 

‘hot’ or ‘not-hot’ in a previous time period. Common binary classification metrics include Accuracy, Precision, Recall, 

F1-score, and Area under the Precision-Recall Curve (PR-AUC) [5, 6]. Continuous response metrics for binary 

classification such as Mean Absolute Error (MAE), Mean Squared Error (MSE), and Root Mean Squared Error 

(RMSE) have also been used. The second consists of multi-classification metrics that measure how well an algorithm 

predicted the amount of crime in each area. Common multi-classification metrics use multinomial logistic regression 

accuracy and loss functions [7, 8]. 
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In criminology, various indices have been created to measure the overall proportion of crime captured in areas 

classified as hot-spots by an algorithm. Before 2008, hot-spot mapping models were mainly evaluated via visual 

inspection and calculating a hit-rate. These methods for evaluating hot-spot maps are easy to understand; however, 

they lacked consistency, were prone to gaming, and lacked meaning in their measure [9–11]. The prediction accuracy 

index (PAI) was developed to derive a less subjective approach and was the first crime index to specifically measure 

the “performance” of a crime hot-spot mapping model [10]. Recent crime indices include RRI, PEI, and PEI* [12 – 
15]. Additionally, hot-spot maps have been measured based on their variability via the dynamic variability index 

(DVI) and compactness via the Area-Parameter ratio (AP) and clumpiness index [16]. Additional discussion of 

relevant statistical metrics and crime indices can be found in [3, 17]. Today, PAI remains the dominant measure used 

to analyze crime hot-spot mapping models in practice despite inconsistency across applications, methodological 

concerns, and best practices suggesting using multiple crime indices for evaluation purposes [12, 14, 16]; while the 

RRI, PEI, and PEI* are not regularly used they offer alternative policing-centric measures. Therefore, there is a need 

to further refine, discuss, and define new indices to clarify which metrics should be used in various contexts. 

3. Introduction of a Standard Notation for Criminology Indices 
No standard notation exists to define crime indices [14]. A standard notation helps unify commonalities between 

different crime indices. Therefore, we propose the following standard notation to describe and define hot-spot mapping 

indices in Table 1. We then apply this standard notation to the most common crime indices used in practice: PAI, 

RRI, PEI, and PEI*. This allows us to mathematically define the differences between them and reveal the optimization 

model behind PEI*. Creating this standard notation also aids future research in creating new metrics and indices. 

Table 1: Proposed Notation of Hot-spot Mapping Indices 

Sets Definition 

𝑇 The set of equal length time periods considered in the study 

𝑃 
The set of places (e.g., grid cells, street segments, patrol areas) where events (e.g., crimes, calls 

for service) are aggregated to 

�̂�𝑡 The set of places is defined as hot-spots in time period 𝑡 ∈ 𝑇. Note: �̂�𝑡 ⊆ 𝑃 

Parameters Definition 

𝑎𝑝 The size (e.g., area, length) of place, 𝑝 ∈ 𝑃 

𝐴 The total study area. Note: 𝐴 = ∑𝑝∈𝑃 𝑎𝑝 

�̂�𝑡 The total area of all hot-spots identified in time period 𝑡 ∈ 𝑇. Note: �̂� = ∑𝑡 𝑝∈𝑃 𝑎𝑝 ̂𝑡 

𝑛𝑝,𝑡 
The number of events (e.g., crimes, calls for service) that occur in place, 𝑝 ∈ 𝑃, during time 

period 𝑡 ∈ 𝑇 

𝑁𝑡 

The total number of events in the study area during time period 𝑡 ∈ 𝑇. 

Note: 𝑁𝑡 = ∑𝑝∈𝑃 𝑛𝑝,𝑡 

�̂�𝑡2,𝑡1 

The total number of events during time period 𝑡2 ∈ 𝑇 that are in hot-spots identified at time 

period 𝑡1 ∈ 𝑇, where 𝑡2 ≥ 𝑡1. Note: �̂� = ∑𝑡2,𝑡1 𝑝∈�̂�𝑡1 
𝑛𝑝,𝑡2 

Decision 

Variable 
Definition 

𝑥𝑝 Percentage of a place, 𝑝 ∈ 𝑃, designated as a hot-spot 

Objective Definition 

∗�̂�𝑡2,𝑡2 

The maximum number of events that occur in time period 𝑡2 ∈ 𝑇 and in designated hot-spots 

where the total area of the hot-spots, �̂�𝑡2
, must be equal to or less than a total hot-spot area 

∗ of �̂� ̂ ∑𝑡1
, where 𝑡1 ∈ 𝑇 and 𝑡2 ≥ 𝑡1. Note: 𝑁𝑡2,𝑡2 

= max𝑥 𝑝∈𝑃 𝑛𝑝,𝑡2
𝑥𝑝,𝑡2 

We now elaborate and demonstrate the notation of sets and parameters in Table 1. Let 𝑇 be the set of equal length 

time periods considered in the study. Let 𝐴 represent the total study area. There is no standard unit to define area, 

which depending on the application and data available, can vary from square miles to street lengths. To formally 

calculate 𝐴, we define 𝑃, as the set of places (e.g., grid cell, police beat, census block) where events (e.g., crimes, calls 
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for service) are aggregated. We also define 𝑎𝑝 as the size (e.g., length, area) of a place 𝑝 ∈ 𝑃. Police departments 

typically use the size of a place as a proxy for required resources (e.g., during a week, a single police car could patrol 

0.25 square miles). Therefore, each place may vary in size, 𝑎𝑝, but generally requires the same amount of resources 

to serve. We can now formally define the total study area as, 𝐴 = ∑ 𝑎𝑝. If all places are of equal size, the subscript 𝑝∈𝑃 

𝑝 can be omitted, and 𝑎 then can represent the size of every individual place in the study area. We now formalize the 

notation for calculating the number of events (e.g., crimes, calls for service) and where they are located. Let 𝑛𝑝,𝑡 be 

the number of events that occur in place, 𝑝 ∈ 𝑃 during time period 𝑡 ∈ 𝑇. Also, let 𝑁𝑡 be the total number of events 

that occur in the study area during time period 𝑡 ∈ 𝑇. Therefore, we can formally define 𝑁𝑡 = ∑𝑝∈𝑃 𝑛𝑝,𝑡 . Looking at 

hot-spots specifically, let �̂�𝑡 be the set of places that are identified as hot-spots at time period 𝑡 ∈ 𝑇. We can now 

formally define �̂�𝑡 as the total area of all hot-spots identified in time period, 𝑡 ∈ 𝑇, or �̂�𝑡 = ∑𝑝∈𝑃 𝑎𝑝. Next, let̂𝑡 

�̂� represent the total number of events during time period 𝑡2 ∈ 𝑇 that are in hot-spots identified at time period 𝑡1 ∈𝑡2,𝑡1 
∗𝑇, where 𝑡2 ≥ 𝑡1. Therefore, �̂�𝑡2,𝑡1 

= ∑𝑝∈𝑃 𝑛𝑝,𝑡2
. Lastly, let �̂�𝑡2,𝑡2 

be the maximum number of events that occur in̂𝑡1 

time period 𝑡2 ∈ 𝑇 and in designated hot-spots where the total area of the hot-spots, �̂�𝑡2
, must be equal to or less than 

∗ a total hot-spot area of �̂� , where 𝑡1 ∈ 𝑇 and 𝑡2 ≥ 𝑡1.Therefore, �̂� = max𝑥 ∑ 𝑛𝑝,𝑡2
𝑥𝑝,𝑡2

.𝑡1 𝑡2,𝑡2 𝑝∈𝑃 

3.1 Validation of the Standard Notation 

Table 2 is re-created from the computational example in [14]. We use the discussion from [14] to guide the 

conversion of the common crime indices PAI, RRI, PEI, and PEI* to our new notation in Table 1, resulting in the 

equations mapped in Table 2. 

Table 2: Computational Example, where �̂� ≠ �̂� , revised figure from [14] using new notation 𝑡1 𝑡2 

Table 2 shows two separate instances described in [14]: 
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“For the following examples, we use a naive hot-spot mapping algorithm that designates any grid 

cell with two or more events in a given time period as a hot-spot. Hot-spots are shaded gray. We 

review four separate instances, i.e., two in Table 2 and two in Figure 1. Each instance has a set of 

three grids containing nine cells each. The left grid in each instance lists the number of events that 

occur in each cell at time 1, where the shaded cells are the hot-spots designated based on the events 

in time 1. The top right grid in each instance lists the number of events that occur in each cell at 

time 2, where the shaded cells are the same hot-spots that were designated in time 1. Lastly, the 

bottom right grid in each instance shows the number of events that happened in each cell at time 2, 

where the shaded cells are the hot-spots that are designated based on the events in time 2. The cells 

with an asterisk (*) indicate the cells used to calculate [�̂�𝑡
∗
2,𝑡2

]. The PAI, RRI, PEI, and PEI* are 

calculated for each instance. In order to compare between instances and across all crime indices, we 

assume each instance is the same jurisdiction.” 

Interpretation of the indices can be found in [14]. The resulting calculations of each of the crime indices are equivalent 

to the original calculations in [14]. By putting these crime indices into a standard flexible notation, we can better 

identify the differences between indices. Additionally, we can now see the underlying optimization model behind 
∗ PEI*, specifically the calculation of �̂�𝑡2,𝑡2

. 

4. Connecting a Crime Index to Optimization: A Continuous Knapsack Problem 
∗ We now show the continuous knapsack problem used to find �̂� . In practice, the total hot-spot area represents the 𝑡2,𝑡2 

limited available resources that can be deployed for a strategy/tactic over a specific time period. For example, a police 

department’s budget may allow police to patrol or provide community outreach to 10 areas. The chosen areas may 

change from week to week or month to month, but the total available resources do not typically change between micro 
∗ time levels. Therefore, finding �̂� can be modeled as a continuous knapsack problem where the decision variables 𝑡2,𝑡2 

represent which areas can be classified as hot-spots for a given time period, the objective is to maximize the number 

of events in classified hot-spot areas, and the knapsack constraint that hot-spot areas can only sum up to a given total 

hot-spot area, �̂� .𝑡1 

Formally, we first define Equation (3) as the set of decision variables, 𝑥𝑝 as the percentage of a place, 𝑝 ∈ 𝑃, 
designated as a hot-spot. Typically, 𝑥𝑝 will be 1 or 0, which means that location 𝑝 is or is not designated as a hot-spot 

area, respectfully. However, we allow 𝑥𝑝 to take fractional values in the case where all spatial units are not of equal 

size (e.g., trimmed cells at boundary lines) and resulting in the need for a partial spatial unit to be included as a hot 

spot to meet the constraint of �̂� ≥ �̂� . This simplification also makes sense in practice since police officers could 𝑡1 𝑡2 

provide a fractional number of services (i.e., hours) to a specific area. We define the objective function as Equation 

(1), where we find the maximum number of events at time period 𝑡2 ∈ 𝑇, in optimal hot-spots, by varying the values 

of the 𝑥 decision variables. Equation (2) is the knapsack constraint which shows the total chosen hot-spot area must 

be less than or equal to a given amount of area that can be provided resources (i.e., �̂�𝑡1 
). 

∗̂ (1)𝑁𝑡2,𝑡2 
= max𝑥 ∑ 𝑛𝑝,𝑡2

𝑥𝑝 

𝑝∈𝑃 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 �̂�𝑡1 
≥ ∑ 𝑎𝑝𝑥𝑝 (2) 

𝑝∈𝑃 

𝑥𝑝,𝑡2 
∈ [0,1] ∀𝑝 ∈ 𝑃 (3) 

The optimization model represented by equations (1)-(3) is a continuous Knapsack problem and, therefore, can be 

solved in polynomial time via the greedy algorithm [18]. While the greedy algorithm is not novel, its application to 

solve for the optimal number of events a hot-spot map with limited resources could capture is. To help contextualize 

this application of the greedy algorithm, we step through it in the algorithm outlined in Figure 1, using the notation 

in Table 1. The algorithm will return the maximum number of events in places that can be designated as hot-spot 
∗ areas in time period 𝑡2 ∈ 𝑇 (i.e., �̂�𝑡2,𝑡2

). The algorithm also requires the following inputs: the number of events that 

occur in each place 𝑝 ∈ 𝑃 at time period 𝑡2 ∈ 𝑇 (i.e., 𝑛𝑝,𝑡2 
), the size of each place 𝑝 ∈ 𝑃 (i.e., 𝑎𝑝), and the total amount 

of area we can assign as hot-spots (i.e., �̂�𝑡1
where 𝑡1 ∈ 𝑇 and 𝑡1 ≤ 𝑡2). In Step 1, we initialize Size and �̂�𝑡

∗
2,𝑡2

to equal 
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zero. The variable Size will keep track of the current hot-spot area size. In Step 2, we calculate the density ratio 𝑑𝑝,𝑡2 

for each place, 𝑝 ∈ 𝑃, where 𝑑𝑝,𝑡2 
= 𝑛𝑝,𝑡2

⁄𝑎𝑝. In Step 3, we sort the density ratios from largest to smallest. In Step 4, 

we execute the greedy algorithm which involves adding events from the places with the highest density ratios until 

the size of the added places equals our input of the maximum hot-spot area, �̂� , allowing us to return the 𝑡1 

corresponding final �̂�∗ . In the case where Size < �̂� , but adding the next area would cause Size + 𝑎𝑝 > �̂� , we𝑡2,𝑡2 𝑡1 𝑡1 

calculate the percentage of the next place such that the total area equals �̂�𝑡1 
i.e. ( �̂�𝑡1 

− 𝑆𝑖𝑧𝑒)⁄𝑎𝑝 .We then multiply 
∗ this same percentage by events in that place, 𝑛𝑝,𝑡2 

and add it to obtain our final �̂� . Using this procedure for the 𝑡2,𝑡2 
∗ previous example in Table 2, we can define 𝑎𝑝 = 1 ∀𝑝 ∈ {1, . .9}. It can then be shown that �̂�𝑡2,𝑡2

equals 3 and 5 for 

instances 3 and 4, respectively. 

∗ ̂Figure 1: Algorithm 1: Greedy Algorithm for 𝑁𝑡2,𝑡2 

The algorithm can be solved in linearithmic time O(n log n) for the sort and an additional O(n) for the computation of 

n. We emphasize that the optimization model is not meant to assign the hot-spot weight of the cell [0,1] in practice, 
∗ ∗ but is used to solve for �̂� which is needed to calculate the criminology metric PEI*. The value of �̂� has been 𝑡2,𝑡2 𝑡2,𝑡2 

used as a proxy for how the “best” hot-spot map that accounts for the restricted amount of available resources would 
∗ have performed [14, 18]. We recognize the objective function (2) used to calculate �̂�𝑡2,𝑡2 

may not be the only way to 
∗ cacluate how a “best” hot-spot map would reasonably perform. For example, an optimal �̂� may involve spread out 𝑡2,𝑡2 

hot-spot assignments or be overly optimized for specific places, where a map that has more clustered hot-spots may 

be more desirable for police departments to use. A more rigorous analysis of PEI* that demonstrates these trade-offs 

is needed, as well as a more thorough analysis of how alternative objective functions may affect how various hot-spot 

maps perform. 

5. Conclusion 

Hot-spot maps are used by the majority of police departments to make strategic and operational decisions. Currently, 

there are many methods to generate hot-spot maps, yet there lacks a consensus on which methods are “best.” We 

argue this is due to a lack of discussion of and diverging definitions on what makes a hot-spot map “good,” i.e., what 

metrics should be used to evaluate them. We review how statistical measures define performance through 

precision/error and demonstrate how crime indices, used in practice, focus on the relative effectiveness or efficiency 

of a hot-spot map. Therefore, standardizing the evaluation of hot-spot maps is critical in determining the “best” hot-
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spot map-generating methods. Before we standardize, research needs to be done to address what makes a hot-spot 

map “good” (e.g., accurate, fair, ethical [19], operationally efficient), which may depend on the use of the hot-spot 

map. Analysis of potential trade-offs of opposing objectives and the development of metrics that balance these 

complexities is needed. Lastly, we provide a motivational example of how the criminology index, PEI*, innately 

contains a continuous knapsack optimization problem. We hope the fields of operations research and optimization, 

which are well-suited to analyze complex decisions, play a greater role in the future of hot-spot map evaluation. 

Disclaimer 
The opinions, findings, conclusions, and recommendations expressed in this publication are those of the authors and 

do not necessarily reflect the official position or policies of the U.S. Department of Justice. 

References 
[1] A. Braga, A. Papachristos, and D. Hureau, “Hot spots policing effects on crime,” Campbell Syst. Rev., vol. 8, 

no. 1, pp. 1–96, 2012, doi: https://doi.org/10.4073/csr.2012.8. 

[2] A. Braga, B. Turchan, A. V. Papachristos, and D. M. Hureau, “Hot spots policing of small geographic areas 

effects on crime,” Campbell Syst. Rev., vol. 15, no. 3, p. e1046, 2019, doi: https://doi.org/10.1002/cl2.1046. 

[3] O. Kounadi, A. Ristea, A. Araujo, and M. Leitner, “A systematic review on spatial crime forecasting,” Crime 

Sci., vol. 9, no. 1, p. 7, May 2020, doi: 10.1186/s40163-020-00116-7. 

[4] T. C. Hart, “Hot Spots of Crime: Methods and Predictive Analytics,” in Geographies of Behavioural Health, 

Crime, and Disorder: The Intersection of Social Problems and Place, K. M. Lersch and J. Chakraborty, Eds. 

Cham: Springer International Publishing, 2020, pp. 87–103. 

[5] A. Rummens and W. Hardyns, “The effect of spatiotemporal resolution on predictive policing model 

performance,” Int. J. Forecast., vol. 37, no. 1, pp. 125–133, Jan. 2021, doi: 10.1016/j.ijforecast.2020.03.006. 

[6] R. Agarwal, “The 5 Classification Evaluation metrics every Data Scientist must know,” Medium, Sep. 11, 2020. 

https://towardsdatascience.com/the-5-classification-evaluation-metrics-you-must-know-aa97784ff226. 

[7] Christian Tabedzki, Amruthesh Thirumalaiswamy, and Paul van Vliet, “Yo Home to Bel-Air: Predicting Crime 

on The Streets of Philadelphia,” University of Pennsylvania, Course Project, Apr. 2018. 
[8] T. Gai et al., “Multi-level layout hotspot detection based on multi-classification with deep learning,” in Design-

Process-Technology Co-optimization XV, Feb. 2021, vol. 11614, pp. 165–172, doi: 10.1117/12.2583726. 

[9] E. Jefferis, “A multi-method exploration of crime hot spots: a summary of findings,” US Dep. Justice Natl. Inst. 

Justice Crime Mapp. Res. Cent. Wash. DC, 1999. 

[10] S. Chainey, L. Tompson, and S. Uhlig, “The Utility of Hotspot Mapping for Predicting Spatial Patterns of 
Crime,” Secur. J., vol. 21, no. 1, pp. 4–28, Feb. 2008, doi: 10.1057/palgrave.sj.8350066. 

[11] J. E. Eck, S. Chainey, J. G. Cameron, M. Leitner, and R. E. Wilson, “Mapping Crime: Understanding Hot 

Spots,” National Institute of Justice, 2005. 
[12] N. Levine, “The ‘Hottest’ Part of a Hotspot: Comments on ‘The Utility of Hotspot Mapping for Predicting 

Spatial Patterns of Crime,’” Secur. J., vol. 21, no. 4, pp. 295–302, Oct. 2008, doi: 10.1057/sj.2008.5. 

[13] I. T. Van Patten, J. McKledin-Coner, and D. Cox, “A Microspatial Analysis of Robbery: Prospective Hot 

Spotting in a Small City,” Crime Mapp., 2009, Accessed: Dec. 30, 2020. [Online]. Available: 

http://ivanpatt.asp.radford.edu/Research/Microspatial%20Analysis%20of%20Robbery.pdf. 

[14] V. M. White, J. M. Hunt, and B. Green, “A Discussion of Current Crime Forecasting Indices and an 

Improvement to the Prediction Efficiency Index for Applications," [Online]. Available: 

osf.io/preprints/socarxiv/pf8hy 

[15] National Insitute of Justice (NIJ), “Real-Time Crime Forecasting Challenge Posting,” National Institute of 

Justice, 2017. https://nij.ojp.gov/funding/real-time-crime-forecasting-challenge-posting (accessed Nov. 03, 

2021). 

[16] M. Adepeju, G. Rosser, and T. Cheng, “Novel evaluation metrics for sparse spatio-temporal point process 

hotspot predictions - a crime case study,” Int. J. Geogr. Inf. Sci., vol. 30, no. 11, pp. 2133–2154, Nov. 2016, 

doi: 10.1080/13658816.2016.1159684. 

[17] G. Drawve and A. Wooditch, “A research note on the methodological and theoretical considerations for 
assessing crime forecasting accuracy with the predictive accuracy index,” J. Crim. Justice, vol. 64, no. C, pp. 

1–1, 2019. 

[18] G. B. Dantzig, “Discrete-Variable Extremum Problems,” Oper. Res., vol. 5, no. 2, pp. 266–277, 1957. 

[19] M. Kearns and A. Roth, The Ethical Algorithm: The Science of Socially Aware Algorithm Design. Oxford 

University Press, 2019. 

6 

https://nij.ojp.gov/funding/real-time-crime-forecasting-challenge-posting
http://ivanpatt.asp.radford.edu/Research/Microspatial%20Analysis%20of%20Robbery.pdf
https://towardsdatascience.com/the-5-classification-evaluation-metrics-you-must-know-aa97784ff226
https://doi.org/10.1002/cl2.1046
https://doi.org/10.4073/csr.2012.8


Reproduced with permission of copyright owner. Further reproduction 
prohibited without permission. 


	Abstract
	Keywords
	Introduction
	Narrative Review of Hot-spot Evaluation Metrics and Indices
	Introduction of a Standard Notation for Criminology Indices
	Validation of the Standard Notation
	Connecting a Crime Index to Optimization: A Continuous Knapsack Problem
	Conclusion
	Disclaimer
	References



Accessibility Report



		Filename: 

		11-8-22_Measuring_How_Relatively_Good_JM 508.pdf






		Report created by: 

		


		Organization: 

		





[Enter personal and organization information through the Preferences > Identity dialog.]


Summary


The checker found no problems in this document.



		Needs manual check: 0


		Passed manually: 2


		Failed manually: 0


		Skipped: 0


		Passed: 30


		Failed: 0





Detailed Report



		Document




		Rule Name		Status		Description


		Accessibility permission flag		Passed		Accessibility permission flag must be set


		Image-only PDF		Passed		Document is not image-only PDF


		Tagged PDF		Passed		Document is tagged PDF


		Logical Reading Order		Passed manually		Document structure provides a logical reading order


		Primary language		Passed		Text language is specified


		Title		Passed		Document title is showing in title bar


		Bookmarks		Passed		Bookmarks are present in large documents


		Color contrast		Passed manually		Document has appropriate color contrast


		Page Content




		Rule Name		Status		Description


		Tagged content		Passed		All page content is tagged


		Tagged annotations		Passed		All annotations are tagged


		Tab order		Passed		Tab order is consistent with structure order


		Character encoding		Passed		Reliable character encoding is provided


		Tagged multimedia		Passed		All multimedia objects are tagged


		Screen flicker		Passed		Page will not cause screen flicker


		Scripts		Passed		No inaccessible scripts


		Timed responses		Passed		Page does not require timed responses


		Navigation links		Passed		Navigation links are not repetitive


		Forms




		Rule Name		Status		Description


		Tagged form fields		Passed		All form fields are tagged


		Field descriptions		Passed		All form fields have description


		Alternate Text




		Rule Name		Status		Description


		Figures alternate text		Passed		Figures require alternate text


		Nested alternate text		Passed		Alternate text that will never be read


		Associated with content		Passed		Alternate text must be associated with some content


		Hides annotation		Passed		Alternate text should not hide annotation


		Other elements alternate text		Passed		Other elements that require alternate text


		Tables




		Rule Name		Status		Description


		Rows		Passed		TR must be a child of Table, THead, TBody, or TFoot


		TH and TD		Passed		TH and TD must be children of TR


		Headers		Passed		Tables should have headers


		Regularity		Passed		Tables must contain the same number of columns in each row and rows in each column


		Summary		Passed		Tables must have a summary


		Lists




		Rule Name		Status		Description


		List items		Passed		LI must be a child of L


		Lbl and LBody		Passed		Lbl and LBody must be children of LI


		Headings




		Rule Name		Status		Description


		Appropriate nesting		Passed		Appropriate nesting







Back to Top


